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ABSTRACT: In this paper, we describe an iterative method for solving nonlinear functions and analyzed. The iterative method is 

modification of Golbabai and Javidi's method and has convergence of order four. This iterative method converges faster than 

Newton's method, Halley's method and Householder's method. The comparison tables for different test function demonstrate the 

faster convergence of this method. 
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1. INTRODUCTION 

One of the most frequently problems in Sciences and more 

specifically in Mathematics is solving a nonlinear equation. 

 ( )                              (   ) 

with          , where D is an open connected set. 

Except special cases, the solutions of these kinds of equations 

cannot be obtained in a direct way. That is why, most of the 

methods for solving these equations are iterative. 

Equation (1.1) is solvable iteratively by Newton's method and 

a range of its variants [13] as well as by other techniques. The 

Newton's method, defined by 
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converges quadratically in some neighborhood of .   

Some Newton-type methods, with third-order convergence, 

that do not require the computation of second-order 

derivatives, have been developed in [2, 3, 7, 9, 12, 14, 15]. 

Other classes of those iterative methods invoke the Adomian 

decomposition method as in [1]; He's homotopy perturbation 

method [5] and Liao's homotopy analysis method [2]. One 

class of  

those methods have been derived based on quadrature 

formulas for the computation of the integral 
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arising from Newton's theorem. In [14], by solving (1.3), 

Weerakoon and Fernando derived following modified 

Newton's method. 
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which converge cubically. In [3, 12], solving (1.3), the authors 

yields the following 
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 Method (1.5) has also been derived by Homeier in [7]. A 

further multivariate version of this method has been discussed 

in [4, 6]. 

By applying Newton's theorem to the inverse function 

 x f y , in [7], Homeier derived the following cubically 

convergent iteration scheme: 
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 The method leading to (1.6) has also been derived in [12]. 

Finally, in [9], Kou, et al. considered Newton's theorem on a 

new interval of integration and arrived at the following 

cubically convergent iterative scheme 
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Any of the aforementioned methods require only first order 

derivative of the given function. The iterative methods with a 

higher-order convergence are important which do not require 

second derivative from the practical point of view and is an 

area of current active research. 

During the last century, the numerical techniques for 

solving nonlinear equations have been successfully applied 

(see, e. g., [2-25] and the references therein). 

The order of convergence for a sequence of approximations 

derived from iteration method is defined in the literature, as  
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Definition 1.1 

Let { }nx  converges to  , if there exist an integer constant 

p , and a real positive constant C  such that  
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then p  is called the order and C  the constant of 

convergence. 

To determine the order of convergence of the sequence { }nx , 

let us consider the Taylor expansion of ( )ng x  
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And we can state the following result. 

Theorem.  1.1 

[8] Suppose ( ) [ , ]pg x C a b . If
( ) ( ) 0kg x  , for 

1,2,..., 1k p   and 
( ) ( ) 0,pg x   then the sequence 

{ }nx is of the order p . 

In  [17] we have  

Algotithm 1.1. 

For a given 
0x , we can calculate the approximation solutions 

1nx 
 by the iterative scheme given by Golbabai and Javidi   
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The order of convergence of Golbabai and Javidi (GJM) 

method (GJM) is three. 

Algorithm 1.2 

[16] Let 
1 1( )    (k=0,1,2,...)k r kx x   be an iterative 

method of order r  for finding a simple root or multiple root 

of a function f  (sufficiently many times differentiable). 

Then the iterative method defined by  
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has the order of convergence 1.r    

In this paper, we describe an iterative method for solving 

nonlinear functions. The iterative method is modification of 

Golbabai and Javidi's method and has aconvergence of order 

four. The proposed iterative method applied to solve some 

problems in order to assess its validity and accuracy. 

2. New Iterative Method 

Consider we have a nonliner equation (1.1) . We assume that 

  is simple zero of ( )f x  and 
0x  is the intial guess 

sufficently close to  , then we have  
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which is Golbabai and Javidi's method and has aconvergence 

of order four (Algorithm 1.1). By putting this value of 
3  in 

algorithm (1.2), we have 
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On simplification, we have  
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Algorithm 2.1 

For a given 
0x , we can calculate the approximation solutions 

1nx 
 by the iterative scheme given by 
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3.  Convergence Analysis 

In this section, we show that the convergence of our iterative method is at least four 

Theorem.  3.1 

Let         be a scalar function defined on .D  Let the nonlinear equation ( ) 0f x  has a simple root D , such 

that f be sufficiently smooth in the neighborhood of   then the convergence order of the iterative method (2.1)  (Modified 

Golbabai and Javidi's method MGJM ) is at least four. 
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Proof. 

 To analysis the convergence of the Modified Golbabai and Javidi's method MGJM), let  
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Let be a simple zero of f i-e ( ) 0f   , then by using the following commands in Mathematica, we get the following results  
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Now, from te above equation, it can easily be seen 

that   ( )( )   . Then, according to theorem 1.1, 

algorithm 2.1 (MGJM), has fourth order 

convergence. 
4.  Applications 

In this section, we included some test functions to illustrate the 

efficiency of our developed Modified Golbabai and Javidi's 

method (MGJM). We compare MGJM with Newton-Raphson 

method (NR) and Golbabai and Javidi's method (GJM) as 

shown in the examples below. 

Example 4.1. Consider  ( )           ( )  with 

initial guess       . The following table shows that NRM 

gives root after 4 iterations; GJM gives root after 3 iterations, 

while our Algorithm 2.1 converges after 2 iterations.  

 

n NR GJM MGJM 

1                                                      

2                                                      

3                                      

4                     

Example 4.2. Consider  ( )     ( )    with initial guess       . The following table shows that NRM gives root after 4 

iterations; GJM gives root after 3 iterations, while our Algorithm 2.1 converges after 2 iterations. 
n NR GJM MGJM 

1                                                         

2                                                         

3                                        

4                      

Example 4.3. Consider  ( )          with initial guess     . The following table shows that NRM gives root after 5 

iterations; GJM gives root after 3 iterations, while our Algorithm 2.1 converges after 2 iterations.  

n NR GJM MGJM 

1                                        

2                                                         

3                                       

4                      

5                      

Example 4.4. Consider  ( )         with initial guess     . The following table shows that NRM gives root after 6 

iterations; GJM gives root after 3 iterations, while our Algorithm 2.1 converges after 2 iterations.  

n NR GJM MGJM 

1                                                       

2                                                       

3                                      

4                     
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5                     

6                     

Example 4.5. Consider  ( )              with initial guess       . The following table shows that NRM gives root 

after 5 iterations; GJM gives root after 4 iterations while our Algorithm 2.1 converges after 3 iterations.  
n NR GJM MGJM 

1                                                        

2                                                         

3                                                         

4                                       

5                     

Example 4.6. Consider  ( )          with initial guess     . The following table shows that NRM gives root after 7 

iterations; GJM gives root after 3 iterations while our Algorithm 2.1 converges after 3 iterations.  

n NR GJM MGJM 

1                                                       

2                                                       

3                                                       

4                     

5                     

6                     

7                     

 

5  CONCLUSIONS 

A new MFPIM for solving nonlinear functions has been 

established. We can conclude from table that 

1. The modified MFPIM has a convergence of order two. 

2. By using some examples the performance of MFPIM is 

also discussed. The MFPIM is performing very well in 

comparison to FPM as discussed in Table below.  
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